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Outline

• Background

• Deep Learning Models 

• Training



Sharing Parameters

•RNN shares the same weights across several time 
steps

•makes it possible to extend and apply the model to 
examples of different forms(different lengths, here)

•Generalize across different forms of data

•Less parameters



RNN offer a lot of flexibility



Vanilla Recurrent Networks without output



Vanilla Recurrent Networks



Vanilla Recurrent Networks



Negative log-likelyhood loss



Computing the Gradient



Computing the Gradient



Bi-directional RNN



Recursive Networks

A variable-size sequence 
x(1),x(2), . . . , x(t) can be 
mapped to a fixed-size 
representation (the output 
o)



Long Short-Term Memory

Examples:
Predict the last word in the text :

“I grew up in France
…
…
…
I speak fluent French.” 



Long Short-Term Memory



LSTM Functions 
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LSTM Functions 

Internal Memory cell

Output



The core idea of LSTM 



• Update gate：

• Reset gate: 

Gated Recurrent Units



Gated Recurrent Units

Update Equation



Gated Recurrent Units



• Example:

Long Term Dependency



Long Term Dependency



Clipping Gradients

• Element-wise clipping

• clip the norm ||g||



Clipping Gradients



RNN Research

• Attention Mechanism

• Grid LSTM

• Generative Models

• ...



Implementation Example



Conclusion


